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Abstract 

Ratio and proportion have a fundamental role in understanding mathematics and 

science. However, the fact is still found that students still face difficulties in 

carrying out the stages of formulating, applying and interpreting the process of 

solving mathematical problems, especially those related to ratio and proportion 
of material. These three problem solving processes are processes of 

mathematical literacy. Situations involving students' difficulties in 

understanding the concepts of ratio and proportion can be considered a learning 
obstacle. Three factors cause students to experience learning barriers, namely 

ontogenic barriers (mental ability to learn), didactic barriers (the impact of 

teacher teaching), and epistemological barriers (student knowledge that has 

limited context). Therefore, the aim of this research is to predict a data model 
related to learning obstacles experienced by students in the process of 

mathematical literacy skills in ratio and proportion material. Data model 

predictions are carried out using a data mining algorithm, namely K-Nearest 
Neighbor (K-NN) in Python language via Google Colab. Evaluation of the 

KNN algorithm using the confusion matrix method shows that the results of 

calculating the average accuracy of the K-NN method can predict data with an 

accuracy level of 89%. 

Keywords: K-NN Model prediction; Learning Obstacle; Mathematical Literacy; 

Ratio and Proportion. 

 

Abstrak 

Rasio dan proporsi memiliki peranan fundamental dalam pemahaman 

matematika dan sains. Namun masih ditemui fakta bahwa siswa masih 
menghadapi kesulitan dalam melaksanakan tahapan merumuskan, menerapkan, 

dan menafsirkan pada proses penyelesaian masalah matematika, terutama yang 

terkait dengan materi rasio dan proporsi. Ketiga proses penyelesaian masalah 
tersebut merupakan proses dari literasi matematis. Situasi yang melibatkan 

kesulitan siswa dalam memahami konsep rasio dan proporsi dapat dianggap 

sebagai hambatan belajar (learning obstacle). Tiga faktor penyebab siswa 

mengalami hambatan belajar, yaitu hambatan ontogenik (kemampuan mental 
belajar), hambatan didaktis (dampak dari pengajaran guru), dan hambatan 

epistemologi (pengetahuan siswa yang memiliki konteks yang terbatas). Maka 

dari itu, tujuan penelitian ini adalah ingin memprediksi model data terkait 
hambatan belajar yang dialami siswa pada proses kemampuan literasi matematis 
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pada materi rasio dan proporsi. Prediksi model data dilakukan dengan algoritma 

data mining yaitu K-Nearest Neighbor (K-NN) dengan bahasa python melalui 

Google Colab. Evaluasi algoritma KNN menggunakan metode confussion 
matrix menunjukkan hasil dari perhitungan rata-rata akurasi dari metode K-NN 

ini dapat memprediksi data dengan tingkat akurasi sebesar 89%. 

Kata Kunci: K-NN Prediksi Model; Hambatan Belajar; Literasi Matematis; 

Rasio dan Proporsi. 

 

INTRODUCTION 

Ratio and proportion have a fundamental role in understanding 

mathematics and science. Developing concepts and skills related to slope, 

constant rate of change, and algebraic concepts in mathematics rests on a solid 

understanding of ratios and proportions (Jitendra et al., 2009). These concepts also 

support an understanding of triangles, trigonometry, and more advanced algebra 

instruction (Dougherty et al., 2016). In general, ratios and proportions play a role 

in describing relationships between quantities and facilitating a deep 

understanding in mathematics, science, and their application in everyday life. 

The topic of ratio and proportion often appears in word problems at the 

elementary and middle school levels. Traditionally, this story problem is used to 

teach mathematical modeling concepts and train students to solve problems (Van 

Dooren et al., 2005). However, the fact is that students still need help solving 

problems related to ratios and proportions. In their study, Tiflis et al. (2019) stated 

that students needed help interpreting ratio and proportion questions and 

developing strategies to develop a solution plan. This leads to errors in selecting 

the operations involved in the chosen solution. In line with what has been written 

previously, Ambarwati & Ekawati (2022) also found that students still face 

difficulties formulating, applying, and interpreting the process of solving 

mathematical problems, especially those related to ratio and proportion material.  

These three problem-solving processes are processes of mathematical literacy. 

Mathematical literacy ability is defined as a person's skills in formulating, 

employing, and interpreting mathematical concepts in solving mathematical 

problems involving various life contexts. (OECD, 2021). Mathematical literacy is 

one of the aspects tested in PISA. PISA (Program for International Student 
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Assessment) was held to evaluate education systems in 72 countries worldwide 

(OECD, 2012). The PISA results show that Indonesian students are generally still 

at the level of using knowledge to complete routine tasks and interpreting 

problems before solving them using formulas. In line with this, Meyer (2010) 

adds that students with low mathematical literacy skills need help solving non-

routine problems related to ratios and proportions. 

One of the reasons why it is difficult for students to find solutions to 

problems solving problems regarding ratios and proportions is that students 

experience various obstacles in studying this material. Çalisici (2018) stated that 

students find it challenging to understand that ratio compares with the concept of 

multiplication, not addition. Students also struggle to differentiate between 

fraction and ratio forms (Singh, 2000). Situations that involve students' difficulties 

in understanding the concepts of ratio and proportion can be considered learning 

obstacles. 

Learning barriers can be defined as various obstacles students face during 

the learning process. These obstacles can make it difficult for students to 

understand the mathematical concepts being studied (Moru, 2009). Brousseau 

explains that three factors cause students to experience learning barriers, namely 

ontogenic barriers (mental ability to learn), didactic barriers (the impact of teacher 

teaching), and epistemological barriers (student knowledge that has limited 

context) (Suryadi, 2016). 

From the description above, the researcher wants to predict a data model 

related to learning obstacles experienced by students in the process of 

mathematical literacy skills in ratio and proportion material. Data model 

predictions are made using a data mining algorithm, K-Nearest Neighbor (KNN). 

K-NN is a method for classification and prediction to place data in different 

categories or classes (Kuhkan, 2016). K-NN works by evaluating the similarity 

between new and old data. This method produces predictions based on objects 

with the closest parallel, measured based on the nearest distance (Jawthari & 

Stoffová, 2021). Therefore, it is necessary to form a prediction model by applying 

the K-NN algorithm to predict the learning obstacles experienced by students 
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based on the mathematical literacy process they carry out when solving ratio and 

proportion problems. 

 

RESEARCH METHODS 

The researcher conducted this study to predict a data model regarding the 

learning obstacles experienced by students when finding solutions from ratio and 

proportion material using the mathematical literacy process. Prediction modeling 

was carried out using the K-NN algorithm with the confusion matrix method. The 

K-NN algorithm is implemented with the Python programming language. 

 

 

Figure 1. Research Flow 

 

The flow of this research (Figure 1) begins with data collection. The data 

collected was from student test results in working on problem-solving questions 

on ratio and proportion material with mathematical literacy skills. The data is 

saved in CSV (Comma Separated Values) format, which will be processed to the 

data analysis stage and expressed as a dataset. The dataset was analyzed using 

Python programming, implemented through the Google Colab application. At this 

stage, researchers utilize various data analysis tools available within the Google 

Colab environment to gain further insight from test results and identify relevant 

patterns or findings (Wang et al., 2019). Then, in data processing, the dataset is 

divided into training data and test data. Next, activate the K-NN model to 

calculate the performance of the K-NN method on the dataset. The final stage is to 

interpret the resulting model and obtain prediction results regarding the learning 

obstacles experienced by students. 
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RESULTS AND DISCUSSION 

This research begins with the data collection stage, where the researcher 

collects the necessary information. This study involved 92 class VIII students 

from five schools in South Sumatra. Each student takes a test of three questions 

related to the mathematical literacy process: formulating, applying, and 

interpreting. Researchers then analyzed students' answers to identify which 

learning obstacles were dominantly experienced by students in solving these 

problems. 

After collecting data, the researcher continued to the data analysis stage 

using Python programming, which was run through the Google Colab application. 

Carneiro et al. (2018) state that applying technologies such as Google Colab and 

the Python programming language allows researchers to conduct data analysis 

efficiently and effectively. Google Colab allows researchers to utilize various 

Python libraries, including scikit-learn, which plays a role in building machine 

learning models by providing a variety of algorithms (Saabith et al., 2020). 

Additionally, the pandas library efficiently manages multi-dimensional arrays, 

while matplotlib and seaborn are used to create data visualizations through graphs 

or diagrams (Khandare et al., 2023). With the help of scikit-learn (Figure 2), 

researchers can access powerful machine-learning algorithms for classification, 

regression, and clustering tasks. The pandas library makes it easy to manipulate 

and analyze data, especially in the context of complex datasets. Meanwhile, 

matplotlib and seaborn provide tools for creating informative and easy-to-

understand visualizations, allowing researchers to understand data patterns and 

present results more effectively (Naik et al., 2022). The combined use of these 

libraries in the Google Colab environment facilitates research by providing 

powerful tools and safe and efficient computing resources, speeding up the 

process of data analysis and model building. 
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Figure 2. Importing Required Libraries 

 

In the next step, researchers entered the data into the Python environment. 

As seen in Figure 3, this dataset consists of 92 data with four input variables or 

features and 1 column with a label called learning obstacle. It is important to note 

that this dataset has no missing values and extreme values (outliers). This 

information provides an initial picture of the characteristics of the dataset used. 

Ninety-two data with four features and one label "learning obstacle" shows the 

dimensions and structure of the dataset. In addition, the absence of missing values 

and outliers can increase the reliability of data analysis and the results produced 

from machine learning models (Seliem, 2022). Triguero et al. (2019) explain that 

cleaning data from missing or extreme values is essential to ensure the quality of 

analysis results. With a clean dataset, researchers can proceed to the next stage in 

the analysis and modeling process. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Data Loading Process 



Logaritma : Jurnal Ilmu-ilmu Pendidikan dan Sains 

Vol. 11, No. 02  Desember 2023      
169 

 
After preparing the dataset, the next step is to divide the dataset into two 

main parts: training and testing data. The separation separates attributes (features) 

and labels in the data frame at this stage. Mahesh (2020) describes details or 

features as variables used as input for machine learning models, while labels are 

variables the model wants to predict or understand. Separating these attributes and 

labels is a critical step in the machine-learning process, as it allows the model to 

learn patterns from the details and then predict the corresponding labels (Kigo et 

al., 2023). 

After this separation, the researcher split the dataset into two parts: 

training data, used to train the model, and testing data, used to test the 

performance of the trained model. This separation is essential to measure how 

much the model can generalize patterns from never-before-seen data (Aldwairi et 

al., 2018). Sudarman & Budi (2023) explain that the separation of data into 

training and testing also helps in evaluating model performance objectively and 

identifying whether the model tends to be overfitting (too focused on training 

data) or underfitting (not able to generalize well). 

 

 

 

 

 

 

 

 

 

 

Figure 3 Dividing Datasets 

 

As seen in Figure 4, the data division is set with a proportion of 0.2. It 

means that in the machine learning process, the dataset is divided into two main 

parts: training data (80%), used to train the model, and testing data (20%), used to 
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test the performance of the model that has been introduced. This method 

randomly divides training and testing data, so the results will differ if the 

researcher repeats each process. A random method was applied at the stage of 

dividing the dataset into training data and testing data. Therefore, the data-sharing 

results will differ every time this process is repeated. It can affect model 

performance and model evaluation carried out by researchers.  

For this reason, the random_state parameter is used to keep data-sharing 

results identical, even if this method is carried out on different devices (Barbiero 

et al., 2021). To maintain consistency, researchers used a particular parameter 

called random_state. This parameter ensures that the data-sharing results remain 

identical each time the process is repeated (Mahata et al., 2021). In other words, 

using a specific value for random_state allows replicability of the results, even if 

the processing is done on different devices. It helps create reproducible 

experiments and facilitates the comparison of results across other conditions or 

environments. 

Before using the K-NN model, it is essential to run a standardization 

process on the data to ensure that all values are on a uniform scale or magnitude 

(Figure 5) (Raseman et al., 2020). K-NN is a distance-based model, so distance 

measures have a crucial role. Differences in data scale between features can 

significantly influence the resulting model's performance. To overcome this 

potential problem, it is recommended always to scale features, especially if the 

difference between them is significant (Suliztia & Fauzan, 2020). 

 

 

 

 

 

 

 

 

  

Figure 4. Data Standardization 
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The scaling method generally applied is standardization, where the 

standardization process will produce each feature with an average value of 0 and a 

standard deviation of 1. This method will bring the data to a uniform scale, 

making it easier for the K-NN model to provide appropriate weights. Balance 

each feature and produce more consistent results (Varshney et al., 2021). The 

standardization process has the additional benefit of helping to prevent 

domination by large-scale features. It is essential because according to  Prasatha et 

al. (2017) scale differences between components can affect distance calculations 

in K-NN models. With standardization, the contribution of each feature to the 

distance calculation becomes more balanced, so the model is more reliable and 

can handle situations where parts have different scale variations (Leto et al., 

2023). Overall, using standardization methods helps improve the consistency and 

performance of K-NN models, especially in situations where the dataset has 

features with varying scales. 

K-NN models can be built using the `KNeighborsClassifier` function in 

the `sklearn.neighbors` library as shown in Figure 6. This function provides 

various parameters that can be configured as needed. Some of the key parameters 

that can be adjusted include the number of neighbors (`n_neighbors`, default=4), 

the distance metric (`metric`, default='minkowski'), the weight of each point 

(`weight`, default='uniform': all k neighbors have the same weight), and other 

parameters. 

At this stage, the K-NN model will be created using the default values for 

these parameters. The model will use four neighbors as default values, a 

Minkowski distance metric, equal neighbor weights for all points, and other 

values defaulted by the library sets. Using these default values, researchers can 

begin an initial exploration of the K-NN model and then adjust these parameters 

according to the specific needs and characteristics of the dataset. 
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Figure 5. Activating K-NN Model 

 

After successfully building a K-NN model using training data, the next 

step involves evaluating the model's performance against testing data. According 

to Purwanto & Nugroho (2023), this evaluation process is essential to measure the 

extent to which the model can generalize patterns from data not used in building 

the model. Several standard evaluation metrics, such as accuracy, balanced 

accuracy, and F1 Score, are used to get a holistic picture of model performance. 

Accuracy provides information about the extent to which the model predicts 

classes correctly. Balanced accuracy becomes relevant if the dataset has a class 

imbalance, whereas the F1 Score delivers a balance between precision and recall, 

especially in the case of binary classification (Mahmudah et al., 2021). 

In addition to these metrics, the confusion matrix provides a detailed view 

of the success and failure of the model in predicting each class. The confusion 

matrix includes information about true positives, false positives, and false 

negatives. Analysis of the confusion matrix helps researchers understand where 

the model can provide reasonable predictions or where improvements need to be 

made (Sholikhah et al., 2023). Researchers can make further decisions after 

getting the evaluation results, such as adjusting model parameters or considering 
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other models. This thorough evaluation is an essential basis for ensuring the 

reliability and performance of the K-NN model in handling the dataset used. 

 

 

 

 

 

 

 

 

 

 

Figure 6. Results of The Confusion Matrix and Model Prediction 

 

Based on the confusion matrix analysis in Figure 7, it can be concluded 

that the K-NN model successfully predicts students who experience ontogenic 

obstacles very accurately, with an accuracy level of 100%. It shows that the model 

can correctly recognize and classify students who face ontogenic barriers. 

However, the results are slightly different when we look at the model's 

performance against didactic and epistemological obstacles. The model could 

predict didactic obstacles with an accuracy rate of 80%, while for epistemological 

barriers, the accuracy rate was 83%. While it still performs well, there is potential 

to improve predictions on both types of obstacles. 

This analysis provides important insights into the extent to which the 

model can identify different types of barriers and provides a basis for further 

development (Setiawan et al., 2023). If necessary, adjustments to model 

parameters or other methods can be explored to improve classification 

performance in specific categories. This evaluation plays a crucial role in 

understanding the strengths and limitations of the K-NN model in identifying 

barriers to student learning. 
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The confusion matrix also illustrates that the K-NN model with a value of 

k = 4 achieves the highest level of accuracy, namely 89%. These results show that 

the K-NN algorithm can effectively classify learning obstacles students face based 

on the mathematical literacy process and can achieve an adequate level of 

accuracy. These findings align with research by Zhang et al. (2017), who stated 

that a high level of accuracy reflects confidence in the model's effectiveness in 

classification tasks. 

The model's success with a value of k = 4 in achieving an accuracy level 

of 89% indicates that this model can adequately identify student learning barriers. 

However, along with further exploration, research can continue to evaluate the 

influence of k values on model performance to ensure optimal selection of k 

values. This analysis provides strong support for the applicability of the K-NN 

algorithm in the context of learning obstacle classification, with the potential to 

offer valuable insights to educational advisors or policymakers. 

 

CONCLUSION 

The conclusion of this research is the creation of an application to predict 

the dominant learning obstacles experienced by students when solving problems 

regarding ratios and proportions with the mathematical literacy process using the 

K-NN algorithm. Evaluation of the KNN algorithm using the confusion matrix 

method shows that the results of calculating the average accuracy of this KNN 

method are 89%. The prediction with the highest level of accuracy is an ontogenic 

learning obstacle of 100%. For didactic and epistemological obstacles, the model 

can only make predictions with results accuracy of 80% and 83%. Future research 

could focus on developing more complex models to improve prediction accuracy. 

Further studies can include additional variables, such as environmental variables 

or student learning styles, which can enrich the analysis and understanding of the 

factors that influence mathematical literacy. 
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